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Abstract—Extraction of information available in various data base repositories is a tedious task. A composed works of Data Mining (DM) method is accessible for different category of applications for the same work. Many researchers involve analyzing the student’s performance using some relevant DM techniques. This attracting little field is named as Learning Data Mining (LDM). The organizations of the syllabus also increase a very big contact about the growth of the student’s information and their performance. Among the different data mining methods, classification plays a vital role in learning data mining. The primary intention of this research work is to cross the data mining methods which are apply for the improvement of the student’s performance and also identify the most excellent appropriate structure of syllabus for the new environment. This study investigates about the use of ID3 and C4.5 classification algorithms for the improvement of student performance evaluation system. A comparative analysis of various works is carried out in this survey to identify the best classification algorithms for LDM.

I. INTRODUCTION

Data Mining (DM) is used to extract the hidden information from the huge volume of data storage. Data Mining plays a key role in a particular field especially in a termed learning analytics or educational data mining to examine for a quality assortment. It seeks to find ways to make helpful use of the enlarging amount of data about learners to understand the process of learning and the social motivational factors encircle learning [7]. The data collected from different applications involve the proper method of extracting knowledge from a large repositories for enhanced decision - making. Knowledge discovery in databases (KDD), often called data mining, aims at a discovery of useful information from a large collections of data [5].

These techniques supply a route to a multiple level of ranking, quest which gives a new perception of how people can become proficient in these educational sectors. Data mining has various techniques such as Classification, Clustering, Prediction, Association rules, Decisions Tress, Neural Networks and many others. Among these, classification algorithm such as Decision tree algorithms ID3 and C4.5 plays an essential role in EDM [7]. With these potential techniques, one can explore an essential hidden pattern for finding future direction and helps in decision - making. Data mining helps the educators by managing effective educational units, redesigning the curriculum and improving the hearing methods. There are several arrangement algorithms in DM, in which the decision tree algorithms are mostly used because of its easy implementation. Self-efficacy has been related to persistence, tenacity, and achievement in educational settings [8]. A meta-

II. DATA MINING TECHNIQUES FOR STUDENT PERFORMANCE

Han and Kamber [12] describes data mining software that allow the users to analyze data from different dimensions, categorize it and summarize the relationships which are identified during the mining process. The primary objective of higher education institutions is to provide quality education to its students. One way to achieve highest level of quality in higher education system is by discovering knowledge for prediction regarding enrolment of students in a particular course, detection of abnormal values in the result sheets of the students, prediction about students’ performance and so on, the classification task is used to evaluate student’s performance and as there are many approaches that are used for data classification, the decision tree method is used here [5]. DM Techniques have to do with the discovery of hidden association that being in educational databases. As we know wide range of data is stored in educational databases, so in order to get required data and to find the hidden relationship, for that different data mining techniques are developed and used [7].

They extend a user-friendly software tool which is based on neural network classifiers for guessing the student's presentation in the course of "Mathematics" of the final year of
Lyceum. Based on their numerical experiments, they conclude that the MSP-trained neural networks display more consistent activities and illustrate better classification results than the other classifiers [18]. This paper reviews an application of data mining in learning system to explore the final year students and presented their result investigation in WEKA device. To improve the academic performances they have increased a system which can schemes the complete of students from their last performances using the techniques of data mining under Classification. They enclose investigation the in order set containing information about students, such as sexual category, marks achieve in the panel test of classes X and XII, marks and grade in opening examinations and consequences in first year of the last group of students. By applying the ID3 and C4.5 classification algorithms on this information, they guess the universal and behavior performance of admitted students in future test.

III. APPLICATIONS OF CLASSIFICATION ALGORITHMS

Educational data mining is explicates as an area of scientific query which occur mainly in and around the development of methods for making discoveries within the unique kinds of data that come from educational settings, and using those methods to a better understandings in students and the settings which they learn [7]. Mining Educational Data to Analyze Students’ Performance is discussed by Brijesh Kumar Baradwaj and Saurabh Pal in [5]. In this research, the classification task is used to evaluate student's performance and as there are many approaches that are used for data classification, particularly the decision tree method is used. Predicting Academic Success from Student Enrolment Data using Decision Tree Technique done by C. Anuradha and T. Velmurugan [7]. They presented the classification techniques to predict the performance of the students based on the data. Among the various techniques researcher preferred Decision tree method is used to create model and prediction of student's performance also found 92.5% accuracy for the FAIL class.

Learning data mining is nothing but explaining part of scientific qualm which comes to mind at first and around the progress of methods for making breakthrough within the singular kinds of data that come from a learning settings, and using those methods to a better understanding in students and the settings which they learn [15]. Institutions across the globe are migrating toward the use of Computer Based Testing (CBT) to experiment students’ knowledge. The advantages of using computer knowledge for learning measurement in a global sense have been recognized and these include lower administrative cost, time saving and less demand upon teachers among others. Some experiment takers reported that, it is more difficult to navigate back about grades, attitudes about convenience, control and validity. Some examiners have a general anxiety about the computer itself, while others are more concerned about their level of computer experience (John et al., 2002). Their result reveals that classifier accuracy shows the true positive rate of the model for the FAIL class is 0.84 for ID3 and C4.5 decision trees that means model is successfully identifying the students who are likely to fail. We have developed a mining tool in order to help the teacher to carry out all this process. This application has been integrated into the well known AHA! [9] (Adaptive Hypermedia Architecture) system. This application is a Java Applet, just like other AHA! authoring tools. In order to use it, the author has to identify himself, once the user has logged, it is shows the main window of the tool. This window is divided in the main areas and the descriptive study used paper-based surveys and interviews for all data collections are exclusively displayed. To obtain information about the students’ perceptions of online assessment, a Web site has developed and implemented. The course instructor was responsible for the instructional design, content creation, and all activities for the course, but one researcher designed and developed the online assessment Web site. The Web site was database driven and developed using Active Server Pages (ASP), a Microsoft Access Database, and Cascading Style Sheets (CSS)[13].

IV. CLASSIFICATION ALGORITHMS FOR CURRICULUM DEVELOPMENT

Classification is the most commonly applied data mining technique, which employs a set of pre-classified examples to develop a model that can classify the population of records at a hefty. This approach frequently employs decision tree or neural network-based classification algorithms Clustering is finding groups of objects such that the objects in one group will be similar to one another and different from the objects in another groups. In educational data mining, clustering has been used to group students according to their behavior. According to clustering, clusters distinguish the student’s performance according to their behavior and activates [1].

Qiuxiang Shi et al. have initiated a special coaching method and analyze learning elements by the application of DM. The researcher creatively realizes the various teaching ideas and network curriculum integration through DM application in the development of network instructional platform of “Recent Learning Knowledge”. Learner performance in university courses is of huge concern to the superior learning managements where a number of factors may involve the performance. This paper is an attempt to use the data mining processes, particularly classification, to help in enhancing the quality of the superior learning system by evaluating learner data to study the main attributes that may affect the learner performance in courses. CRISP framework for data mining is used for mining learner related academic data. The classification rule of a generation process is based on the decision tree as a classification method where the generated rules are studied and evaluated. A system that facilitates the use of the generated rules is built which allows learners to predict the final grade in a course under study. The foundation on a choice of data mining methods (DMM) and the submission of piece of equipment learning progression, rules are consequential that enable the classification of learners in their predicted classes. The exploitation of the prototyped solution, integrates measuring, round and reporting measures in the new system to optimize guess accuracy. An academic curriculum is a (legal) record defining a particular learning process, particularly classification, clusters distinguish the student’s performance according to their behavior and activates [1].
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and consequently reduces unsuccessful rate in most academic institutions work carried out by Abeer and Ibrahim in [1]. In their paper, Classification task is used to evaluate the student performance. A comparative analysis of various student performance used by different researchers is given in the table 1, which gives an insight about the each and every paper taken for analysis in this survey work.

Table 1: Comparative Analysis

<table>
<thead>
<tr>
<th>Paper Ref. No.</th>
<th>Proposed Method</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The decision tree (ID3) method</td>
<td>The decision tree method is used on student's database to predict the student's performance on the basis of student's database.</td>
</tr>
<tr>
<td>2</td>
<td>ID3 classifier has the potential to significantly improve the conventional classification methods for use in performance</td>
<td>95% 97% 99%</td>
</tr>
<tr>
<td>3</td>
<td>Progressive mastery enhanced perceived self-efficacy, efficient analytic thinking, challenging goal setting, self-reaction, and organizational performance. Relative decline undermined these self-regulatory factors and produced a growing deterioration of organizational performance.</td>
<td>- 89% 96%</td>
</tr>
<tr>
<td>4</td>
<td>New method of predicting preparation for future learning based on quantitative analysis of the Moment-by-Moment Learning Graph the patterns of which were previously shown to be associated with PFL.</td>
<td>96% 98% 99%</td>
</tr>
<tr>
<td>5</td>
<td>Various algorithms and techniques like Classification, Clustering, Regression, Artificial Intelligence, Neural Networks, Association Rules, Decision Trees, Genetic Algorithm, Nearest Neighbor method etc., are used for knowledge discovery from databases</td>
<td>96% 98% 99%</td>
</tr>
<tr>
<td>6</td>
<td>Apriori algorithm, ID3 algorithm and C4.5 algorithm</td>
<td>ID3 and C4.5 are used to identify the various categories of students’ performances</td>
</tr>
<tr>
<td>7</td>
<td>Bayesian Classifiers algorithm, kNN algorithm, Rule Learners Classification Algorithm</td>
<td>The students based on the attributes selected reveals that the prediction rates are not uniform among the algorithms. The range of prediction varies from 61-75 %. Moreover, the classifiers perform differently for the five classes.</td>
</tr>
<tr>
<td>8</td>
<td>cfsSubsetEval algorithm, GainRatio AttributeEval algorithm</td>
<td>Naïve Bayes classifiers have been applied on the selected features. From the results, it is concluded that Correlation Based Feature Subset evaluator performs well with the Naïve Bayes classifier as compared with Gain-Ratio Attribute Evaluator.</td>
</tr>
<tr>
<td>9</td>
<td>We want to experiment with huge student’s usage information of different AHA! courses and other sequence mining algorithms as SPADE, FreeSpan, CloSpan, PSP</td>
<td>95.5% 97.5% 99%</td>
</tr>
<tr>
<td>10</td>
<td>Knowledge discovery with genetic programming for providing feedback to courseware authors.</td>
<td>91% 85% 95%</td>
</tr>
<tr>
<td>11</td>
<td>Data mining in course management systems: Moodle case study and tutorial.</td>
<td>- 90% 95%</td>
</tr>
<tr>
<td>12</td>
<td>Data mining: concepts and techniques.</td>
<td>Concepts of DM are elaborated in a broad method and discussed</td>
</tr>
<tr>
<td>13</td>
<td>Using online assessment requires close cooperation of academic and technical units. First, preparing questions for online settings requires extra effort.</td>
<td>89% - 94%</td>
</tr>
<tr>
<td>14</td>
<td>This study has raised a number of questions about how mode may have affected the performance of some children.</td>
<td>- 89% 93%</td>
</tr>
<tr>
<td>15</td>
<td>The chosen approach relies on the notion of competence, thus introducing an abstract perspective, in which courses do not directly depend on one another but rather have knowledge</td>
<td>- 89% 93%</td>
</tr>
</tbody>
</table>
This use of model checking is inspired. LTL formulas are used to describe and verify the properties of a composition of Web Services.

A rule schema allows user expectations representation and permits to the user to supervise association rule mining, meanwhile operators guide the post-processing task by pruning and filtering discovered rules.

Experience worldwide has shown it to be generally popular with candidates and efficient for marking and delivery.

Data mining is applied in network course in order to solve different teaching. Then, introduces different teaching and data mining, analyzes network instructional platform of Modern Education Technology.

Learners in this category will exist in almost every class, yet at present a systematic way of identifying and supporting them does not exist.

An examination of computer anxiety related to achievement on paper-and-pencil and computer-based aircraft maintenance knowledge testing of United States Air Force technical training students.

Classroom Evaluation affects students in many different ways.

We are assuming a rather narrow view of machine learning—that is, supervised and unsupervised inductive learning from examples.

**V. CONCLUSION**

This survey work addresses the significance of LDM for finding secret association in learning information. A number of articles reviewed in this work to identify the students’ performance by considering various benchmarks. Based on the observation, many DM algorithms are suitable for LDM. From the various researchers’ viewpoints, it is identified that to enhance the nature of higher education, the syllabus setup is the key point. For that, the investigators recommend a new methods and patterns to improve the student’s performance through LDM techniques. Moreover classification algorithms ID3 and C4.5 are used to identify the various categories of students’ performances via their behavior and results in various types of examinations. For the chosen data concept by the researchers, the behavior and performance of both the algorithms differ. Among the choice of classification algorithms, the performance of C4.5 performs well in processing the student’s data.
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